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 Abstract— Deep Neural Network (DNN) contains many
 layers of neurons, which provides better performance in terms
 of accuracy over a large dataset of images based on the DNN’s
 artificial sense of recognition. The Deep Convolutional Neural
 Network (CNN) architecture is based on multiple convolutional
 layers of neurons and each neuron in a layer is designed towards
 feed-forward direction. CNN can learn features of unstructured
 data such as images, voice and videos during a model’s training
 process. If the number of weighted layers increases in a CNN
 model, it results in higher object detection accuracy. On the
 other hand, if more weighted parameters are included in the
 CNN, it requires a high-performance GPU in the training
 session. The Xception model is better than VGG-16, ResNet50
and DenseNet121 because it passes the same input to the depth-
 wise isolated blocks and later merges the output of these blocks
 as input for the final classification layer The model sizes are
 directly proportional to the number of parameters involved,
 affecting the models’ performance during the object recognition
 process. These all models are pre-trained and require transfer
 learning for fine-tuning in a new dataset. There is a limitation to
 the models that the dataset must be in the RGB- system. This
 study compares the CNN architectures of VGG-16, ResNet50,
 Xception and DenseNet121. This paper’s findings show that the
 Xception model of CNN has performed well while classifying
.digital images

 Keywords— Deep Convolutional Neural Network, VGG-16,
ResNet50, Xception, DenseNet121

INTRODUCTION
The architecture of a CNN can be considered a human brain 
is connecting with diverse types of neurons. It is possible to 
classify a raw image with the help of CNN without any image 
preprocessing. CNN is beneficial in reducing images into a 
compressed format which can quickly be processed without 
excluding the original features of an image. CNN’s are very 
good at picking up patterns in an image like gradients, circles, 
and lines. CNN can classify an unprocessed image without 
any preprocessing. In CNN Neurons are trained in a forward 
direction. That’s why CNN is also called a feed-forward 
neural network, which has a special type of layer called a 
Convolutional layer [1].
Convolutional Neural networks (CNN) are often applied on 

large number of images and videos in order to recognize and 
classify them based on their structure or features. CNN is 
designed by constructing different types of layers such as 
Convolutional Layer, Pooling Layer, Flatten Layer, Dense 
Layer and Fully Connected Layer.

This paper consists of different layers of CNN in Section II, 
different CNN architectures in section III, section IV shows 
the result and discussion, while section V contains the 
conclusion.

DIFFERENT LAYERS OF CONVOLUTIONAL 
NEURAL NETWORK

This section provides the functionality of each layer of CNN 
over input, and this defines how input gets changed from 
layer to layer.

Convolutional layer
The convolutional layer (Conv Layer) is a particular layer in 
Convolutional Neural Network used to detect vertical and 
horizontal lines from the input images. Conv Layer has 
weighted parameters which are needed to be trained. Filters 
applied in the Neural Networks resulted in an activation map, 
and the size of filters should be smaller than the input data. 
The output data of Conv Layer is obtained by stacking the 
activation maps of all filters along the depth dimension, as 
shown in Figure .1[2].

Fig. 1. A graphical example of the convolution process

Pooling layer
A pooling layer is used between two convolutional layers. 
Pooling Layers are commonly used to minimize the 
dimensions of the input feature map. It reduces the number of 
parameters for models to learn further. It also reduces 
computational work, such as reducing the number of input 
and output parameters required in a neural network. There are 
two main types of pooling, but max-pooling is widely used in 
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CNN [3]. In Max Pooling layer maximum value is selected 
from pooling region [4]. In the Average Pooling Layer average 
value is selected from the pooling region.

Stride
It is the component of the CNN. It has the ability to compress 
an image and video data. The purpose of stride is to modify 
the total length of a pixel of an image into small, compressed 
images without any loss of the features of an image as shown 
in Figure. 2. For example, if any neural network has a stride 
equals to 1 as a value, then it means the applied movement of 
the neural network will direct one pixel forward. It is 
recommended that we assign the stride value as a whole 
integer rather than setting it to a decimal value [5].

Fig. 2. Stride compression mapping

Padding
Padding is the addition of pixels to a given image when the 
neural network kernel is processing the given image [6].

Dense Layer
Firstly, the data of the image is read by convolutional layers 
and then the image is passed through pooling layers. After the 
data is passed through pooling and convolutional, layers, the 
output of the image is transferred to dense layer. Output from 
the convolutional layer is multi-dimensional shape and it is 
the main reason that we should not pass multi-dimensional 
image to the dense layer because the dense layer only accepts 
1-D shape of image.

Flatten Layer
We usually call Flatten method to convert multi-dimensional 
data into 1D array. To do this we revoke the Flatten () method 
between convolutional Layers and the dense layers.

Batch Normalization Layer
Batch layer is also used in deep neural networks as a latest 
toolkit from many practitioners working on deep learning 
projects. Batch layer is a significant layer in the deep learning. 
It is used in architecture as a linear block. It also helps to 
normalize the network during the training session [7].

Activation Function
In Neural Network (NN), the aggregation of the weights of 
inputs is transformed to the next node of the network. The 
capability and performance of the neural networks are affected 
by the choice of different activation functions. In NN we have 
basic three layers, input layer, hidden layer, and output layer. 
We apply the activation function on the hidden or output layer 
to normalize data. In the hidden layer we use activation 
functions namely ReLU, Sigmoid and Tanh [8]. And in the 
output layer we use the activation function Sigmoid for binary 
classification and Softmax for multi-label classification.
Convolutional neural network architectures

The researchers have designed time to time different models. 
This section presents the comparison between these models.

VGG-16
The VGG-16 model is also called Visual Geometry Group 
and is used in deep learning convolutional neural network. Its 
performance has been tremendous in image recognition in 
case of a huge dataset. Its performance directly relies on the 
16 or maximum 19 convolutional weighted layers. The more 
convolutional layers are the deeper the network in the 
architecture of CNN. In order to have a compressed image, 
we should apply filters of (3×3) in each convolutional layer 
from left to right and from upper to lower of the input data.

It is also recommended to provide the dimension size of the 
RGB image as 224× 224. The size of the padding in the VGG-
16 is set to level 1. The next layer after the convolutional layer 
is max pooling layer but it is not the case that after every 
convolutional layer is max pooling layer. After three stack of 
Convolutional layers, one max pooling layer comes up. Pool 
size of max pooling layer is 2×2 dimension. After the stack of 
convolutional and max pooling layer, three dense layers 
followed. The initial two dense layers have ReLU activation 
functions, and the Last dense layer has Softmax activation 
function. Dense layer is also called as Fully Connected layer 
as shown in Figure. 3 [9].

Fig. 3. The architecture of VGG-16[9]

The learning was stopped after 370K iterations (74 epochs) 
while the deep convolutional network was being trained up. 
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Deep neural network has large number of parameters that is 
why more training and epochs are required. VGG-16 has 
1138.4M parameters, the size is 528MB, achieve top-1 
accuracy 71.3%, and top-5 accuracy is 90.1%. VGG-16 has 
16 layers for which 11 are weighted layers. Time inference 
step in CPU is 69.5ms and in GPU 4.4ms [9-10] [13].

ResNet50
ResNet can be thought as special case of highway network. It 
is stands for residual network with 50 or more than 50 layers 
in depth. It is used in object detection and image recognition. 
There is a common trend in the research community to make 
the model’s architecture go deeper without any effect on its 
efficiency and performance. However extremely deeper 
neural network leads to overfitting. Deep neural networks are 
considered as hard to train. In ResNet Residual block connect 
with few intermediate layers in feed forward direction called 
shortcut connections. 

ResNet have many stack building blocks called as “Residual 
Units”. “Identity Shortcut Connection” is a method to skip 
one or more Residual Units, this idea is introduced in ResNet. 
It is implemented in ResNet to skip double and triple layers. 
These layers may be Conv Layer, ReLU and Batch 
Normalization Layer. ResNet use Shortcut connection, but 
Shortcut Connection is not used by ResNet. Similar idea has 
been used in Long Short-Term Memory (LSTM). 

This model inspires by the Philosophy of VGGNet. The 
convolutional layers in ResNet50 have 3×3 filters. Two rules 
are followed; Rule one is, for same size of output feature 
maps have the same number of filters used. Rule two is, if 
output feature map size is half, then filter size is doubled. 
Down sampling performed on the convolutional layer have 
stride 2. Batch Normalization is used after each convolutional 
layer and before the activation. This network is used Batch 
Normalization to ensure forward propagation have non-zero 
variance. Training done on ResNet from scratch has been 
required 60 × 1040 iterations. Weight decay used 0.0001 and 
momentum used as 0.9. Dropout is not used in this network. 
The network is connected with average pooling layer. The 
network ends with a fully connected layer with 1000 classes 
by using the SoftMax function, as shown in Figure. 4.

ResNet50 has 25.6 million parameters. Size is 98Mb,  and it 
achieves top-1 accuracy 74.9%, and top-5 accuracy 92.1%, 
Time inference step in CPU is 58.2ms and in GPU 4.6ms [11-
13] .

Fig 4: Architecture of ResNet[11]
Xception
 Xception stands for “Extreme Inception” and its 
Architecture. Xception is inspired from Inception architecture. 
To understand Xception it is needed to understand Inception 
first. Inception module is developed to make a process more 
effective and easier. Inception architecture consists of 
repeating module and connects with linear stack. In the 
inception module, the same input passes to different 
transformations and combines all the output.

Xception contains depth wise independent convolutional 
layers. It is inspired from Inception architecture. There are 
two major differences in both modules: operation order and 
non-linearity. Xception has residual connection with linear 
stack of depth wise separable convolutional layers. Xception 
has 22.9 M parameters. Size is 88MB, achieve top-1 accuracy 
79.0%, and top-5 accuracy 94.5%, Time inference step in 
CPU is 109.4ms and in GPU 8.1ms[14-15].

Dense Net121
Recent study shows that if a layer contains shorter connection 
between layers at input and layers at output it increases 
performance and accuracy. In DenseNet each layer is 
connected with preceding layers in network in feed-forward 
fashion. Each layer in dense layer takes additional input from 
preceding layers, and passes its own features to next layers. 
Considering n layer has n features of all previous convolutional 
layers, its output is passed to next layers. Instead of creating 
very deep architecture, DenseNet increases network potential 
by its reusable feature for improved efficiency and information 
flow between the layers of the DenseNet introduces direct 
connections of any layers with preceding layers as shown in 
Figure.5 [16].

DenseNet121 has 8.1 M parameters. Size is 33MB, achieve 
top-1 accuracy 75.0%, and top-5 accuracy 92.3%, Time 
inference step in CPU is 77.1ms and in GPU 5.4ms.
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Fig. 5. Architecture of DenseNet[16]

RESULT AND DISCUSSION
This section shows the results of different CNN architecture. 
In Table I, we compare different CNN models in terms of size, 
top-1 and top-5 accuracy, parameters, depth, CPU time and 
GPU time.

Table1. COMPARISON OF DIFFERENT CNN 
ARCHITECTURES [13]

Models
Size

(MB)

 Top-1
 Accuracy

(%)

 Top-5
 Accuracy

(%)

 Parameters
in (Millions)

 Depth
(layer)

 Time (ms)
 per inference

step (CPU)

 Time (ms)
 per inference

step (GPU)

Xception 88 79.0% 94.5% 22.9M 81 109.4 8.1

VGG16 528 71.3% 90.1% 138.4M 16 69.5 4.2

ResNet50 98 74.9% 92.1% 25.6M 107 58.2 4.6

DenseNet121 33 75.0% 92.3% 8.1M 242 77.1 5.4

CONCLUSION
The performance of the CNN is higher while classifying 
digital images and videos. If a number of weighted layers 
increase in a CNN model it resulted in the higher level of 
accuracy. If more weighted parameters are passed to the 
CNN, then it consumes more time for CPU and GPU during 
the training session of the models. It can also be concluded 
that very deep neural network with 1000 or more layers leads 
to overfitting. 

The Xception model shows better result than VGG-16, 
ResNet50 and DenseNet121 because it passes same input to 
depth wise isolated blocks and later merges the output of 
these blocks as input for the final classification layer. VGG-
16 uses stack of multiple convolutional layers (weighted 
layers). Stack of Convolutional Layers increases size of the 
model for storing learning weights of the deep neural network. 
The training session time in VGG-16 is higher because of 
many learning parameters, but it does not affect its 
performance. Unlike VGGNet ResNet uses Residual Block. 

Each block is connected in the forward direction with a short 
connection. Each Residual Block has convolutional layer, 
Batch Normalization layer and RelU Activation Layer. 
Residual block repeats in ResNet Architecture stride size vary 
in each block. In DenseNet output of each previous layer 
connected with input of next layers. The model sizes are 
directly proportional to the number of parameters involved 
which ultimately affects the performance of the models during 
the object recognition process.
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